
Received June 15, 2020, accepted June 29, 2020, date of publication July 22, 2020, date of current version August 7, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.3011360

Stereo Vision-Based 3D Positioning and Tracking
ATIQUL ISLAM 1, (Graduate Student Member, IEEE), MD. ASIKUZZAMAN 2, (Member, IEEE),
MOHAMMAD OMAR KHYAM3, MD. NOOR-A-RAHIM 4, (Member, IEEE),
AND MARK R. PICKERING 2, (Member, IEEE)
1ANU College of Engineering and Computer Science, The Australian National University, Canberra, ACT 2600, Australia
2School of Engineering and Information Technology, University of New South Wales, Canberra, ACT 2612, Australia
3School of Engineering and Technology, Central Queensland University, Melbourne, VIC 3000, Australia
4School of Computer Science and Information Technology, University College Cork, Cork 021, T12 YN60 Ireland

Corresponding author: Atiqul Islam (atiqul.islam@anu.edu.au)

ABSTRACT The evolution of technologies for the capture of human movement has been motivated by a
number of potential applications across a wide variety of fields. However, capturing human motion in 3D is
difficult in an outdoor environment when it is performed without controlled surroundings. In this paper,
a stereo camera rig with an ultra-wide baseline distance and conventional cameras with fish-eye lenses
is proposed. Its cameras provide a wide field of view (FOV) which increases the coverage area and also
enables the baseline distance to be increased to cover the common area required for both cameras’ views to
perform as a stereo camera. We propose a passive marker-based approach to track the motion of the object.
In this method, an adaptive thresholding method is applied to extract each small pink polyester marker
from the video frames. As the cameras have fish-eye lenses, it is difficult to estimate the depth information
using a pinhole camera model. We use a unique method to restore the 3D positions by developing a
relationship between the pixel dimensions and distances in an image and real world coordinates. In this paper,
occlusion detection is considered because, in the marker-based capturing of articulated human kinematics,
the occlusion of a marker is one of the major challenges. The detection algorithm differentiates among types
of occlusions and predicts any missing marker position where necessary. As this design is intended to be
mounted on a moving carrier, such as a drone or car, a method for compensating the camera’s ego-motion
is proposed. The proposed 3D positioning and tracking system is tested in different situations to validate its
applicability as a stereo camera rig as well as its performance for motion capture. The performance of the
proposed system is compared with that of a standard motion capture system called Vicon and is shown to
have the same order of accuracy while incurring less cost.

INDEX TERMS Motion capture, 3D positioning, stereo vision, motion tracking, high precision.

I. INTRODUCTION
MoCap, a popular nickname for motion capture, often con-
jures up images of a human motion capture system (MCS)
that records the movements of a human and then uses the
recorded data to analyze or animate them. Over the last
decades, the human motion capture has drawn significant
attention from both industry and academia because of the
expectation that one day, they may be able to capture
the human movement very precisely in a complex natural
environment that does not require a dedicated control
environment and sophisticated setup. Realizing such
a capability could have a transformative impact on many
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applications domains including analysis, control, and surveil-
lance. Attempts to develop an MCS to achieve this goal have
generally relied on several technologies such as mechanical,
magnetic, inertial, and optical [1]. Of these technologies,
optical MCSs have been widely used because of their higher
accuracy or precision. Although commercially available opti-
cal MCSs, such as Vicon [2], are very efficient at tracking the
realistic motion of a subject, an expensive system setup with
a large number of cameras inside a laboratory is required.
Moreover, they are sensitive to lighting conditions, shadows
and other factors that can interfere with light propagation.
Thus, they are not suitable for outdoor environments where
a large number of human activities take place. Therefore,
as there is a need for low-cost and more convenient MCSs in
environments in which Vicon fails, vision-based MCSs have
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attracted the attention of many researchers, with their wide
range of applications requiring different levels of accuracy.
Therefore, to overcome these restrictions, lightweight stereo
vision-based MCSs have been developed.

Stereo vision technology allows humans to perceive the
depths of points on an object in 3D by capturing two images
of the same scene from two different viewpoints using two
different cameras separated by a certain distance, called the
baseline distance, of a stereo system. Stereo vision meth-
ods discussed in [3]–[5] use one or more pairs of identical
cameras mounted in accordance with their baseline distances
and with their optical axes aligned. Reconstructing a scene in
3D is performed via epipolar rectification, feature detec-
tion, and the matching and triangulation of the correspon-
dences of the scene from two camera viewpoints. This
current study proposes to achieve motion capture using
the described stereo vision technique. Although there are
many techniques available, very few of them have an
ultra-wide baseline distance between cameras. Despite sig-
nificant efforts towards designing a capable yet lightweight
and precise system for human pose estimation, the funda-
mental problem of obtaining comprehensive and reliable sen-
sory information on complex environments remains to be
solved.

In this paper, we use a very wide-baseline stereo camera
system utilizing fish-eye lens cameras to obtain the stereo
images. We use small pink polyester balls as passive markers
placed on the subject body. The use of a marker reduces the
computational complexity as it is not necessary to process the
whole image. Creating a ground truth is an important con-
tribution of this paper. The 3D construction of the marker’s
position from the ground truth also saves computational time.
In marker-based motion capture, as occlusion of the marker is
one of the most significant challenges, a robust algorithm is
designed to overcome this problem. We also design a global
motion compensation algorithm to track the local motion of
an object on a moving platform. The proposed algorithm uses
a reference object and rigid body transformations for the com-
pensation of ego-motion of the cameras. The experimental
results from the proposed system are compared with those
from a commercially available optical MCS, Vicon, for both
known and unknown trajectories. These results show that the
proposed design has similar accuracy and precision to the
Vicon system, but a much lower cost and structural complex-
ity. Outdoor experiments show that there is no effect of light
and shadows on the designed system. The experiment, where
the target object and stereo camera rig both are moving on
different platforms, shows that the ego-motion of the cameras
is compensated with respect to the object’s platform by the
proposed algorithm. The main contributions of this paper are
summarized below:
• We propose a 3D positioning and tracking system using
a very wide-baseline stereo camera, which is suitable
for both indoor and outdoor applications. We design the
proposed system using low-cost fish-eye cameras with a
very wide field of view (FOV).

• The proposed method extracts the markers from the
stereo images captured by the two cameras. It is
computationally efficient because we only process the
extracted markers instead of the whole image.

• We develop a ground truth to establish the marker’s
disparity versus depth relationship, and then the depth
versus pixel width and pixel height relationships to
find the horizontal and vertical positions of the marker
respectively.

• We design a robust algorithm to overcome the occlusion
of the marker, which is a challenging problem in a
marker-based motion capture system the aims to capture
human motion.

• We propose an algorithm for compensating the camera
motion with respect to the object’s motion. When both
the object and camera move, camera ego-motion com-
pensation is utilized to provide the accurate local motion
of the object.

• We perform several experiments for the validation
of the proposed system in both indoor and out-
door environments, which reveals that our system
achieves a similar accuracy with much lower cost and
structural complexity when compared with the Vicon
system.

This paper is organized as follows. Section II discusses the
related studies of the proposed technique. The stereo camera
calibration process is explained in Section III. Section IV
describes the proposed 3D positioning and tracking method
using stereo vision. The occlusion detection algorithm is
given in Section V. Section VI presents compensation of the
camera motion algorithm. Experimental results and analyses
are given in Section VII. Finally, Section VIII summarizes
and concludes this paper.

II. RELATED WORK
Many motion capture techniques have been proposed based
on different methods. Human kinematic measurements are
discussed in many literature surveys, such as [6], [7] while
performing motion capture from a single image is proposed
in [8]–[12]. As different human pose estimations cannot
capture the same silhouette using a single camera, this led
researchers to use multiple cameras. Moreover, the compu-
tational cost for stereo vision, coverage area, and accuracy
of the depth map are also a few reasons to move from a
single camera to a multi-camera system. The benefits of a
multi-camera system are real-time transformation to 3D data
from the image, already registered 3D image, passive
3D sensing, no projection light required and full field-of-view
depth measurement to name a few.

A stereo vision-based system uses two cameras to recover
the 3D pose of an object using 2D images [13], [14]. The
extensive amount of literature published in the last few
decades is an indication of the wide range of research that
is happening in the field of stereo vision-based 3D motion
tracking [15]–[18]. Recent research has shown that obtain-
ing pose estimation and the reliable motion capture of a
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human in a natural scene using a stereoscopic method is
achievable [3]. The automatic detection of action and behav-
ior is also possible using an advanced algorithm. However,
as this type of system is limited by the surface and visible
structure of an image, achieving robustness and accuracy
is difficult. Rather than relying solely on image features
and structures, which makes a recognition task challeng-
ing, researchers have investigated using different types of
marker-based systems. Based on the principles of stereo
vision, finding marker locations in space has a variety of
applications, one of which is for motion recognition [19].
Such a method consists of determining the 3Dmotion param-
eters of an object from a binocular image sequence, with its
accuracy largely influenced by the cameras interior param-
eters and lens distortion. This kind of motion capture is
limited to a closed laboratory environment rather than natural
settings and depends on their algorithms being efficient in
terms of robustness. Commercial MCSs provide accurate
orientations and positions using activemarkers that emit light,
typically in the infrared (IR) spectrum range. Although some
emit visible light and can be estimated without processing,
as they are too expensive and cumbersome for human sub-
jects, passivemarkers are the preferred solution. Planar-coded
markers are popular in robotic applications as they show
projective behavior described by homographies [20]. They
can be easily printed but, as they are usually placed on a
planar object, are not visible from angular positions which
make them less suitable for human subjects. On the other
hand, small spherical markers may be attached to the limb
of a human subject with less chance of occlusion from an
angular view and as, from all projections, they exhibit cir-
cular shapes, it is easy to determine their centroids. With
IR illumination, many researchers use passive retro-reflective
markers in laboratory environments [21]–[23]. It has been
demonstrated that passive marker-based MCSs are inexpen-
sive and their accuracy higher than that of a magnetic sys-
tem. Passive marker and stereo vision-based technologies
are the best solutions for accurate and cost-effective motion
capture.

Recent research in the computer vision community has
focused on outdoor motion capture independent of controlled
laboratory conditions. Capturing marker-based motion from
a video in outdoors is considered very challenging. How-
ever, there are increasing demands for 3D models in the
fields of communication, monitoring, virtual reality, surveil-
lance, human-computer interactions, robot learning, etc.
Therefore, the need for flexible and simple acquisition
methods in uncontrolled environments as well as robust
low-cost capturing is important for many new applications.
This has motivated the use of popular consumer cameras
and reconstructing human motion in 3D from multi-view
video image sequences has recently become an important
research field. Although multi-view human motion capture
has been investigated for decades, only a few studies consider
capturing human motion outdoors, with most
methods using stationary camera scenarios. For motion

capture in complex situations, prior knowledge of the
object or scene is usually required [24]–[26]. However,
this normally involves some assumptions, which eventually
limit the applicability of tracking, particularly of human
movements. Generally, human motion may appear very
random and is difficult to model using classes of prior
actions. This presents as the main challenge when markers
are occluded in a marker-based method. While different
approaches describe the process of switching between dif-
ferent motions [27], [28], even with strong prior knowledge,
outdoor motion capture suffers from changes in illumination,
occlusions, shadows and background clutter which conven-
tional algorithms fail to handle. In this paper, attempts to
solve these problems by means of a robust algorithm are
discussed.

Motion tracking in a video captured by moving cameras
usually requires motion compensation before an object is
detected. The main challenge is propagating errors from
motion compensation to tracking which produces further
detection errors and is, eventually, computationally expen-
sive. Interest in studying motion capture with moving cam-
eras has increased with the development of cameras mounted
on unmanned aerial vehicles (UAVs) [29], [30]. Although,
because of their ever-changing FOVs, using moving cam-
eras for motion capture is a very challenging problem, when
both the object and cameras are moving almost parallel to
each other, this problem is alleviated to some extent. More
importantly, there is a chance of mixing the global camera
and local object motions whereby the motion of the dominant
camera, that is, the one that is always stationary with respect
to the object, has to be compensated. Initially, researchers
used graph matching or video registration to capture motion
with moving cameras [31] and then background subtraction
and the detection of a moving blob of interest. However, these
methods suffer from difficulties such as video alignment
problems, perspective distortions, and tracking and local-
ization errors. A very basic problem of motion capture is
feature extraction that can be greatly overcome using the
marker-based approach in which representing the motion
features is crucial. A motion trajectory is another well-known
means of representation as it is compact, informative and
spatio-temporally continuous [32], [33] for extracting track-
ing data. In a marker-based system, it is relatively easy to
obtain the trajectory of each individual marker attached to
the human body that represents a specific limb. Trajectory
acquisition has been widely studied [34]. For example, mul-
tiple motion trajectories are tracked in [35] to analyze human
activities. However, there are alsomany challenges associated
with this approach, for example, the good features selected
beforehand for tracking might be noisy, they sometimes do
not represent the desired action and a discontinuity may occur
in a trajectory due to a correspondence mismatch. In the
method proposed in this paper, an added benefit is that no
trajectory modeling is required as the position of each marker
in each frame provides a clear trajectory of a human kinematic
movement.
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III. STEREO CAMERA CALIBRATION
In our proposed work, two low-cost Go-Pro Hero4 Black [36]
cameras are attached to an aluminium bar with a baseline
distance of one meter, as shown in Fig. 1. These are commer-
cially available sport action cameras, each with a fixed focus
and 12-megapixel ultra-wide FOV. In the proposed design,
sport action cameras are used because of several benefits. The
cost and robustness of these cameras, and small form factor
are big reasons for selecting them while the fish-eye lens
gives a very wide coverage of 170 degrees. These cameras
also have high and varying frame rate, which is also a benefit
for this work. Small pink polyester balls are placed on a sub-
ject’s body to work as passive markers representing the torso
for capture by the cameras. The cameras are synchronized
using the camera remote, which can simultaneously turn on
and off both cameras.

FIGURE 1. Stereo camera rig on a tripod with a baseline distance of one
meter.

Camera calibration is a crucial part of a computer
vision-based MCS. Most camera lenses impart a fixed quan-
tity of distortion on a captured image, the rectification
of which is essential for accurate transformation from the
image coordinates to real-world coordinates. A calibration
method delivers three significant pieces of information. First,
the intrinsic parameters provide the focal length, a pixel skew
and the principal point of the camera. Second, the extrinsic
parameters represent the location and orientation of the cam-
era on the world’s axis. Third, the lens distortion coefficients
provide artefacts of the camera’s lens. Generally, distortions
are either radially symmetric about the principal point or sym-
metric along a line passing through the principal point [37].
In barrel distortion, the points in an image are concentrated
on the border and, in the center, spread in a radial direction
whereas pincushion distortion exhibits contrary behavior as
images shrink towards the center [20]. The cameras used in
the proposed method show barrel distortion. Fig. 2(a) shows
the image pair taken from two Go-Pro Hero4 Black cameras.
The objects in the lab which are straight, such as shelves and
pipes, appear curved in the image because of barrel distortion.
The distortion increases with the distance from the center of
the image. Distortion correction, or camera calibration, con-
sists of approximating a camera’s intrinsic parameters which

are expressed mathematically by the following k matrix:

k =

α 0 u0
0 β v0
0 0 I

 (1)

where u0, v0 is the image’s center, called the principal point,
α and β the focal lengths measured in the u and v pixel units
respectively and I the identity matrix [38].
Camera calibration is well developed and has been widely

studied in the literature, as mentioned in [37], [39], [40].
In our proposed work, the intrinsic and extrinsic parameters
of each camera were determined using the method proposed
by Zhang in [39]. Using multiple views of a planar calibra-
tion board is a flexible and convenient way of calibrating
a stereo camera because, as each camera has a fixed focal
length, its intrinsic parameters are always fixed, with only
its extrinsic ones varying depending on the camera setup.
A large square checkerboard calibration sheet with dimen-
sions of 108 mm×108 mm is positioned in the FOV of
both cameras at different positions and a synchronized video
taken to obtain pairs of images for a range of perspective
views of the pattern. Then, lens distortions are corrected and
the images are rectified using the method described in [41],
with an overall mean re-projection error of 0.50 pixels and
the resulting images having epipoles at infinity. In order
to reduce the correspondence search space between the left
and right images in stereo vision processing, epipolar rec-
tification is an important step which reduces computational
efforts [20]. It ensures that each common marker observed
by the two cameras is imaged on the same row. The image
pairs before and after calibration are shown in Fig. 2. The
figure shows that the image pair in Fig. 2(a) becomes ver-
tically more aligned and the barrel distortion has been cor-
rected in Fig. 2(b).

IV. PROPOSED 3D POSITIONING AND TRACKING
SYSTEM
In this work, the two cameras are placed at a baseline dis-
tance of one meter. The cameras calibrated according to
the method, as previously discussed in Section III, are used
and arranged in a stereoscopic pattern to reconstruct the
3D coordinates of a markers’ points, i.e., the centroids of the
markers. The proposed 3D positioning and tracking system,
which is based on the positions of the markers on the stereo
image planes will be discussed in the following sub-sections.

A. PREPOSSESSING OF MARKERS
1) MARKER EXTRACTION
Marker extraction is an important part of a marker-based
tracking method. The triangulation accuracy (i.e., tracking
accuracy) is basically dependent on how accurately the loca-
tions of the markers are extracted from a scene. Reliably
differentiating the markers of an image frame from the
rest of the scene is the first step. While many proposed
segmentation techniques are mainly application-orientated,
we use color-based segmentation which, although requiring
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FIGURE 2. An example of the outcome of stereo camera calibration. Anaglyph stereo image pair (a) before and (b) after calibration. The barrel distortion
in (a) has been corrected in (b) after calibration.

a controlled environment, works comparatively well if its
computational speed is considered. In order for it to work
properly, the markers must be of a distinctive color not
seen anywhere else in the scene. Also, altering the lighting
conditions may distort segmentation as a segmented blob
changes according to the direction of the light. However,
we use the centroid of a blob for our final calculations which
partially solves this problem. Also, as the markers are spher-
ical, the same shaped blob is projected on the image plane
regardless of the location of any camera. These markers are
made of very lightweight pink polyester balls of sizes that can
be attached to the object and provide a strong illumination
gradient. A block diagram of the marker extraction process
is shown in Fig. 3. Generally, a camera captures a color
image (RGB in this case) which is then pre-processed (color-
space conversion) in order to perform segmentation, with the
computational speed themain trade-off between accuracy and
performance. As processing a whole frame at high resolution
would be too computationally expensive, this is the main
concern regarding practical real-time applications. Firstly,
an input image is converted to the LAB color space using the
transformation:XY

Z

 =
0.4124 0.3576 0.1805
0.2126 0.7152 0.0722
0.0193 0.1192 0.9505

 RG
B

 (2)

FIGURE 3. Block diagram of the marker extraction process. It takes an
RGB image of the markers on the object as an input and produces a
binary image containing only the markers.

L = 116Y − 16

a = 500× (X − Y )

b = 200× (Y − Z ) (3)

Then, the markers are separated from the background
image by applying an adaptive thresholding technique which
offers good precision for an image with a strong illumination
gradient. Next, the image is sharpened and the local thresh-
olding value calculated. Finally, from the binary image for
every extracted marker, the following geometric properties
are calculated: area (A); number of identified pixels fitted;
geometric centroid (C); and unit vector which defines the
orientation (O) in degrees of its angle with respect to the
image’s coordinates.

2) MARKER CLASSIFICATION
After identifying the markers, a marker classification pro-
cedure, which aims to identify each marker’s position and
keep its label the same from the first to the last frame of
the video, is applied. Both vertical and horizontal sorting of
the centroid is applied for the first frame as it is considered
the standard position of the subject. For subsequent frames,
when the subject changes position, the algorithm chooses
the correct marker when the following criteria are satisfied:
El and Er are minimum, where El and Er are the Euclidean
distances of each marker in the previous frame to all markers
in the current frame. The algorithm propagates through the
set of images and finds Euclidean distances between frames
Lj and Lj+1, and Rj and Rj+1, where L and R denote the left
and right camera frames and j = 1, 2, · · · ,N the number
of the frames. If El or Er is greater than a certain threshold
value, the marker is not correctly identified. The difference
in the area of each marker between the previous and current
frame should also be below a predefined threshold.

3) CORRESPONDENCE OF MARKERS
For amarker-based tracking problem, correspondencematch-
ing is the most important part. In this paper, the epipo-
lar geometry is used to search for correspondences.
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It demonstrates the relationship between a pair of cameras
observing the same scene, with the correspondence of a
marker involving matching a marker in the left view with the
same marker in the right view. Once a marker is identified
in the left view, its depth could lie on any position of a line
passing through the image plane. Using epipolar geometry,
this line will map to a different line in the right camera’s
image plane.

B. ESTIMATION OF DEPTH FROM DISPARITY
The depth of a marker is determined from its disparity in the
left and right images captured by the two cameras. A dispar-
ity versus depth relationship, which is very robust in terms
of performance, very simple and saves computational time,
is developed. Firstly, a process of generating a ground truth
is conducted to convert 2D camera image coordinates to 3D
world ones whereby a 140 mm×90 mm rectangular object
is progressively moved away from the cameras’ stereo setup.
The reason behind this is to find disparity for every known
depth. Its first position is 500 mm from the camera and
then it is moved in regular intervals of 50 mm to 4450 mm
away, with a video frame captured for each position and its
dimensions in each frame in each positionmeasured in pixels.
With one-meter baseline distance, in the first few positions,
the rectangular object is partially seen by the cameras thus
ignored in the experimental result of ground truth. The exper-
imental results of this experiment are used as the ground
truth for depth estimation. An illustration of the experimental
process is shown in Fig. 4.

FIGURE 4. Experimental setup for estimating ground truth of depth
measurement (a) setup and (b) rectangular object.

These experiments provide an indication of the proper
image resolution to choose. As it is a conversion between an
image’s axis in pixels to a world axis in millimeters, a high
image resolution gives more disparity and, consequently,
clearer depth information. Fig. 5 shows the disparity and
distance relationships for different resolutions, for example,
960p (960×1080), 1080p (1080×1920) and 4k (2160×3840)
resolutions, with the curves indicating the coverage limit of
the stereo rig. The maximum and minimum distances from a
camera’s FOV at which a subject can be captured are clear
in the graph. With higher resolution, a minimum error can
be achieved as the number of pixels increases and the pixel
dimension decreases. Therefore, in this paper, the resolution
of 4K is exploited for experimental purposes. Fig. 6 shows the
relationship among the pixel sizes in millimeters in the x and

FIGURE 5. Distance (mm) versus disparity (pixel) at different resolutions.

y directions as well as the disparity in each position obtained
from this experiment. In Fig. 6(a) the disparity versus distance
relation is shown where a 6th degree polynomial is fitted
on the original curve which is denoted by a black line and
the fitted curve is presented by a red line. This 6th degree
polynomial is given by:

d = a1D6
+a2D5

+a3D4
+a4D3

+a5D2
+a6D+a7 (4)

where D is the disparity between the objects in the stereo
images, in pixels, and d is the depth of the image point in
world coordinates, in millimeters. Fig. 6(b) and Fig. 6(c)
show the distance versus pixel width and height respectively.
These curves are fitted with a quadratic equation as shown by
the straight line. A pixel’s height and width, in millimetres,
at any distance, can be determined from the following equa-
tions using d obtained from the disparity vs distance relation
in (4):

sx = b1d2 + b2d + b3
sy = c1d2 + c2d + c3 (5)

where the multiplication factors sx and sy, in millimeters per
pixel, are used to convert from image to world coordinates
in the horizontal and vertical directions of the video frame
respectively.

C. 3D RECONSTRUCTION
For the 3D reconstruction of marker positions using fish-eye
lenses, a unique approach for transferring from an image to
the world axis is used. Fig. 7 shows the overall block diagram
of the 3D reconstruction process. Firstly, the left and right
video sequences are taken as input. After the marker extrac-
tion and classification processes as described in Section IV-A,
all the marker coordinates are stored for both left and right
frames. A marker’s coordinate position in the pixels in the
left frame is considered (xl, yl) and (xr , yr ) in the right frame.
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FIGURE 6. 2D to 3D relationships: (a) disparity (pixel) versus distance (mm); and pixel size (mm/pixel) at different distances (mm) in (b) horizontal and
(c) vertical directions of a video frame.

It should be noted that yl ' yr , as the stereo images are
rectified. For corresponding markers in the left and right
frames, the disparity D is given by:

Di = xl(i)− xr (i) (6)

where i = 1, 2, · · · ,m for the m markers in a frame. The
depth d (i.e., the z coordinate in millimeters) is determined
from the disparityDmentioned in (6) using (4), with the x and
y coordinates, in millimetres, of a marker calculated using the
following equations:

xi = xl(i)× sx (7)

yi = yl(i)× sy (8)

where

sx , sy ∝ d (9)

This operation is performed on each frame in the video
sequence as shown in the block diagram in Fig. 7.

FIGURE 7. Block diagram of the proposed system for 3D reconstruction
from video data.

V. OCCLUSION DETECTION
Occlusion is a major problem for articulated human motion
capture in a marker-based approach. As occlusion can be
caused by several scenarios, classifying the different types
of occlusion makes determining a solution easier. Markers
may disappear completely from a single frame or for an
interval of frames and they may disappear from one or both
camera images. For example, Fig. 8(a) shows the binary
image of frame 140 in which all seven markers are present.
In Fig. 8(b) an elbow marker is missing from frame 150 but
then reappears in frame 160, as shown in Fig. 8(c). This
situation can be defined as follows: For the set of markers
Mi (i = 1, 2, · · · ,m, where m is the number of markers),
any of these marker can be missing in the jth frame (where
j = 1, 2, · · · ,N , and N is the number of frames).
The above situation has several causes: the markers could

be occluded; perfectly overlap each other; or be partially
overlapping to appear as a whole. In this paper, only these
three situations are considered. A block diagram showing
the occlusion handling process is shown in Fig. 9. The first
step is identifying the proper means for handling occlusions.
Two different identification processes are used based on the
2D image of a marker blob and feedback from its 3D output
location. For dealing with marker occlusions, in every experi-
ment using the proposed system, the first frame is considered
the reference one and assumed to have a standard position.

To solve the occlusion problem in a 2D image, the algo-
rithm firstly identifies the proper circumstances based on the
area A and orientation O of each marker. If there are less than
the maximum number of markers and one marker exceeds an
area and orientation threshold, a partial occlusion is deemed
to have occurred. The large marker forms an ellipse and is
then separated in the 2D image. If there are missing markers
but no unusual blob size in the 2D image, an actual occlusion
or full overlap is deemed to have occurred and the second
identification process using feedback from the 3D locations
of markers in the previous frame is performed. In the case
of an actual missing marker, the inter-frame and inter-view
correspondence algorithm assigns a new position to it based
on knowledge of the previous frame. The predicted position
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FIGURE 8. Positions of markers in different binary frames: (a) no occlusion in frame 140; (b) one marker occluded in frame 150; and (c) previously
occluded marker reappearing in frame 160.

FIGURE 9. Flow chart of occlusion handling algorithm.

Algorithm 1 3D Position Synchronizing With Previous
Frame
Require: R: Reference 3D position, T : Target 3D position,

m: Number of marker, N : Number of frame
1: Initialize: R = F(1) {Frame one as reference frame}
2: Initialize: T = F(2) {Frame two as target frame}
3: Initialize: T ′ = 0 {New target position}
4: for j := 2 to N − 1 do
5: for i := 1 to m do
6: for k := 1 to m do
7: E(i, k) = ||R(i)−T (k)|| {The Euclidean distance

between R and T}
8: end for
9: I = find (E(i, :) = minE(i, :))

10: T ′(i) = T (I )
11: end for
12: R = T ′ {Update reference}
13: T = F(j+ 1) {Update target}
14: end for

then gives the 3D location of the marker. The predicted 3D
location is validated by a feedback algorithm as shown in
Algorithm 1. The distances of one marker in the current

frame from each marker in the previous one are calculated.
An accurately estimated marker in the current frame will
show the minimum distance between themselves as the dis-
placement of two consecutive frames is very low. If this
situation continues for a long period, a linear interpolation is
used to predict the trajectory of the marker. In the case of two
markers being mixed up, they are separated in the 2D binary
image based on their areas and orientation angles as they
usually form an elliptical shape and the algorithm proceeds to
obtain their 3D positions. As previously discussed, each 3D
position is fed back to the previous frame and, if theminimum
distance condition is satisfied, the algorithm proceeds to the
next frame. If not, the marker is considered an actual missing
one rather than amixed one and the algorithm follows the rule
for an actual missing marker.

VI. CAMERA MOTION COMPENSATION
An important challenge for motion capture using a moving
camera is compensating for the camera motion, i.e., the
ego-motion or camera motion compensation with respect to
an object’s motion. When an object is moving on another
moving platform and the camera is also moving, it is difficult
to capture the object’s motion using this camera as there are
two separate motions between the object and camera, that is,
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a global one between the platforms of the camera and object,
and the object’s local motion. Compensating the ego-motion
of the camera will provide the accurate local motion of the
subject for which a transformation-based system is proposed.
In this method, a reference object is included in the subject’s
platform and its position tracked before the desired object’s
motion is tracked. A ‘T’-shape composed of seven markers
shown in Fig. 10 is considered as the reference object. The
first position, i.e., the position of the object in the first frame
is the reference’s position to which the subsequent one (the
target’s position) is transformed by selecting proper rotation
and translation parameters. A rigid-body transformation as
shown in the block diagram in Fig. 11 is used. As the tracking
is not dependent on the background, the problem of a moving
background is eliminated. A moving object could be tracked
by noting the reference attached to it while its velocity or
background are not factors to be considered unless they were
in the camera’s FOV. The difference between two consecutive
frames is compensated for by means of aligning the ‘T’-
shapes in the two frames. As they were merged by means of
a rigid transformation and their displacement parameters fed
back every time to the main algorithm for capturing the target
object’s motion, the cameras were effectively stationary with
respect to the ‘T’-shape in each frame. If a transformation T
is applied from a set of points p to another set of points p′,
this can be mathematically expressed as:

p′ = Rp+ t (10)

FIGURE 10. Subject with reference ‘T’-shape in a single frame where both
camera and subject are moving.

where R and t represent the rotations and translations respec-
tively and are expressed as:

t =


1 0 0 tx
0 1 0 ty
0 0 1 tz
0 0 0 1

 (11)

where tx , ty and tz are the translations in the x, y and z
directions respectively, with the rotation R expressed as:

R = RxRyRz (12)

FIGURE 11. Block diagram of transformation technique for compensating
camera motion.

where Rx , Ry and Rz are the rotations in the x, y and z
directions respectively which can be defined as:

Rx =


1 0 0 0
0 cosθ −sinθ 0
0 sinθ cosθ 0
0 0 0 1

 (13)

Ry =


cosθ 0 sinθ 0
0 1 0 0
−sinθ 0 cosθ 0
0 0 0 1

 (14)

Rz =


cosθ −sinθ 0 0
sinθ cosθ 0 0
0 0 1 0
0 0 0 1

 (15)

As the numbers of points in the reference and target images
are considered n, a n pair of matching points p and p′, and the
rotation R, the transformation matrices t will be [42]:

t = p′0 − Rp0 (16)

where

p0 = 1/n
n∑
i=1

pi (17)

and

p′0 = 1/n
n∑
i=1

p′i (18)

denotes the centroid of the set of points and the rotation R
which can be estimated by minimizing the error Er as:

Er = 1/n
n∑
i=1

|p′i − Rpi|
2 (19)

The rotation and translation obtained in each frame are
applied to the desired object to be tracked in each frame to
achieve its actual position. Fig. 12 shows a block diagram of
the proposed video stabilization process whereby, for each
image in the input video sequence, features of the reference
‘T’-shape are detected. The first frame is considered the
reference one and assumed to be stabilized with respect to the
camera, with the ‘T’-shape in the next frame compared with
it using rigid transformation. Then, starting from the second
frame, each frame with the desired object is fed back with the
parameters found from the reference shape to get the actual
position of the desired object.
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FIGURE 12. Block diagram of proposed camera motion compensation
process.

VII. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, the experimental data captured with the
designed stereo camera rig and processed with the proposed
algorithms were analyzed. Literature shows that many state-
of-the-art 3D positioning and tracking methods have used
known trajectories for evaluation purposes where tracking
error was measured with respect to the known trajecto-
ries [43], [44]. However, in this paper, experiments were
conducted to validate the accuracy of the proposed method
by comparing with a Vicon MCS [2]. The Vicon system is
considered as the ‘gold standard’ for motion capture and
used as the ground truth because it offers sub-millimetric
accuracy. It uses IR reflective markers and each of its Bonita
cameras stream the accurate motions of the markers in a
video sequence as well as optically whether placed on people,
animals or machines. We conducted the experiments using
the Vicon system with 14 Bonita cameras at the University of
New South Wales (UNSW), Australia and the stereo camera
rig described in Section III. The experimental setup was
placed in the center of the Vicon’s FOV so that a sufficient
number of Vicon cameras could see the Viconmarkers, which
were placed on top of the camera markers. The data was col-
lected at 30 frames per second (FPS) using the camera-based
and Vicon MCSs, and the pair of cameras triggered by the
remote. As the Vicon system provided coordinates from
the origin and the camera system from the camera’s center,
an additional Vicon marker was set on the camera-based
system for accurate transformation. To evaluate the proposed
method, a set of experiments was conducted according to the
procedures described in the following sub-sections.

A. EXPERIMENTAL ANALYSIS: STATIC CAMERA
We performed several experiments for the validation of the
proposed system with respect to Vicon. The experiments in
this section are classified into three groups. Firstly, the static
camera with static object situation which was represented
by a 3D grid recognition. Secondly, the static camera with
a moving object but known trajectory situation which was
represented by a pendulum tracking. Finally, the static camera
with a moving object where the movement was unknown

which was represented by tracking an articulated human
subject. These experiments gave an idea about the accuracy of
the measurement of 3D grid mesh, pendulum trajectory and
articulated human movement by the proposed system. The
trajectory of the pendulum and position of the 3D grid were
measured by physical means. So, accurately measuring the
trajectory and position indicates the accuracy of the proposed
system.

1) 3D GRID PATTERN
The first situation is described in this section where the cam-
era rig was static and the tracked object was also static. In this
experiment, seven markers were placed in a vertical line on a
rigid board and the board was stood upright vertically, with a
similar setup for nine equidistant positions forming a 3D cube
shape. The data were collected simultaneously by the pro-
posed stereo camera rig andViconMCS, and the performance
of the proposed system was evaluated by comparing their
results.

Figure 13 shows a quantitative comparison of the markers’
centers estimated by both systems. The system produced all
three coordinates of each marker with respect to the world
coordinates provided by the Vicon and arranged them in a 3D
grid pattern. Fig. 13(a) and Fig. 13(b) show the errors after
the 3D affine and rigid body transformations respectively.
The proposed system was transformed to the Vicon system
and the minimum root mean square errors (RMSEs) for the
3D affine and rigid body transformations were found to be
1.5576 mm and 8.3588 mm respectively. Table 1 shows the
RMSEs of the proposed system relative to the Vicon system
in x, y and z directions and overall. Because the error of
a marker’s position also depended on the proper placement
of a Vicon marker in its centroid, this error may not have
characterized the actual error of the system. Although, if the
placement of a Vicon marker on a centroid were perfect,
the error would be minimized, this couldn’t be achieved
by a bare eye measurement. This experiment provided an
indication of any remaining distortion in the proposed system
as it was clear that, as the distortions of a fish-eye lens
were almost minimized by the algorithm, the results remained
close to those obtained from the Vicon system. Therefore,
with the proposed approach a static object was tracked with
minimum distortion and errors. The next validation was to
find out whether the proposed system can track a moving
object properly.

TABLE 1. Root mean square errors of 3D grid pattern for the affine and
rigid transformations from the proposed to Vicon system.
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FIGURE 13. Performances comparison of the proposed and Vicon systems for 3D grid pattern where the 3D coordinates are transformed
from the proposed camera-based to the Vicon system using (a) affine and (b) rigid body transformations.

2) PENDULUM TRAJECTORY TRACKING
For tracking a moving object when the proposed camera rig
was static, first, a known movement was tracked which gave
the idea about any deviation because of distortion or other
errors. In this experiment, a known trajectory was considered
to determine the accuracy of global estimations using the
custom-made pendulum shown in Fig. 14 with one camera
marker on it. The pendulum was manually pulled away from
the bottom point and slowly released, with data collected
using the camera-based and Vicon MCSs. Then as in the
previous experiment, affine and rigid body transformations
were conducted for the data obtained from the camera-based
and Vicon systems where the proposed camera-based system
was converted to Vicon coordinates, as shown in Fig. 15.
These transformations give an idea about the variation of
results from Vicon for the proposed system. Both of the
transformations were done as the position of markers from
Vicon and the proposed system were not the same centric
due to manual placement. Table 2 shows the RMSEs of the
proposed system with respect to Vicon for both affine and

FIGURE 14. Pendulum trajectory tracking setup in the Vicon lab.

TABLE 2. Root mean square errors of pendulum trajectory tracking for
the affine and rigid transformations from the proposed system to the
Vicon system.

rigid transformations. The experimental results indicate that
the proposed system produced a trajectory that was almost
identical to that given by the Vicon MCS. To demonstrate
the accuracy of the proposed system when tracking a moving
object, the experiment was further conducted with multiple
marker patterns, as discussed in the next section.

3) HUMAN MOTION TRACKING
Prior to the use of our camera-based stereo motion capture
system in an experimental context, in its developmental stage,
substantial validation efforts were undertaken to assess its
overall accuracy. At this stage, the third condition was val-
idated where the camera was stationary but the object was
moving in an unknownmanner. A human subject was asked to
perform kayaking movements in indoor Vicon environments
in different situations, and simultaneous capturing performed
using both the Vicon and camera-based systems. Sevenmark-
ers were used to represent the subject’s upper body limbs.
One marker is placed on the subject’s forehead and others
on his/her left and right shoulders, elbows, and wrists. The
calculated locations of each marker in each frame using the
proposed system and the Vicon systems are shown in Fig. 16,
and the RMSEs are shown in the Table 3. Regarding indi-
vidual errors in the x, y and z directions, it can be seen that
the error in the z-direction (depth) was greater than those
in the x and y-directions. This was because the errors in
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FIGURE 15. Performances comparison of the proposed and Vicon systems for pendulum trajectory tracking where the 3D coordinates are
transformed from the proposed camera-based to the Vicon system using (a) affine and (b) rigid body transformations.

FIGURE 16. Performance comparison of the proposed and Vicon systems
for 3D reconstructions of marker trajectories obtained from one cycle of
kayaking paddle strokes.

TABLE 3. Root mean square errors of marker trajectories obtained from
one cycle of kayaking paddle strokes for the affine and rigid
transformations from the proposed to Vicon system.

marker locations weremagnified in the process for converting
disparity to depth.

The accuracy of the proposed system decreased due to
a combination of calibration and rectification errors, the
algorithm’s performances for matching correspondences and

deficiencies in the procedure for marker extraction. In the
marker extraction process, the principal cause of the error
was motion blur when the markers moved very fast. This
made it difficult to estimate the proper shapes and centroid of
the markers and, subsequently, find correspondences among
frames. These difficulties can be overcome by a higher frame
rate camera because with high frame rate motion blur can
be minimized. The cameras used in this study are of high
FPS but with the highest resolution, only 30 FPS can be
used. With a higher frame rate than the one currently used,
the error could be reduced even further. The proposed marker
extraction and 3D reconstruction procedures can be used
to reconstruct the 3D position of a subject in an outdoor
environment.

4) COMPENSATION FOR OCCLUSION
The occlusion problem is present for motion capture of any
articulated human movement using a marker-based system,
as moving limbs can block the markers of other body parts.
In this experiment, a movement was performedwith an occlu-
sion, as shown in Fig. 17(a) in which the left elbow marker is
occluded by the right hand. The experimental result without
considering the occluded marker is shown in Fig 17(b) and
then the results after the occlusion detection algorithm was
applied are shownwith the Vicon data in Fig. 17(c). As shown
in this figure, it is clear that occlusion was compensated as
both sets of data follow a similar path. The predicted marker’s
position in the occluded area is compared with Vicon when
considering Vicon as the true position of the occludedmarker.
Table 4 shows the RMSE in x, y and z directions and overall
RMSE for the markers of plotted area for affine and rigid
body transformation. The result shows lower RMSE than
that achieved in Section VII-A3, this is because only a few
positions of the marker near occlusion region are considered
rather than the complete cycle of a back and forth movement.
This reduces RMSE as both camera and Vicon in a straight
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FIGURE 17. (a) Occlusion of marker in the frames of a video sequence, (b) 3D reconstructions of marker trajectories of kayaking paddle strokes with
occlusion using the proposed method and (c) performance comparison of the proposed and Vicon systems for 3D reconstructions of marker trajectories
of kayaking paddle strokes after occlusion correction.

TABLE 4. Root mean square errors of marker trajectories of kayaking
paddle strokes after occlusion correction for the affine and rigid
transformations from the proposed to the Vicon system.

line of the trajectory without any reversing cycle of the back
and forth motion.

B. EXPERIMENTAL ANALYSIS: MOVING CAMERA
For the compensation of camera ego-motion, the proposed
stereo camera-based system is validated in two different sit-
uations: a moving camera with a static object and a moving
camera with amoving object. In both cases, firstly, themotion
tracking procedure described in Section IV was performed
and then the camera motion compensation algorithm pro-
posed in Section VI was applied.

1) MOVING CAMERA WITH STATIC OBJECT
To validate this case, in which the object was static but the
camera moving, a board with a ‘T’-shaped markers was stood
upright and the camera mounted on a tripod. After starting
to record the video sequence, the cameras were intentionally
vibrated. For a better understanding, it was assumed that the
camera rig observed a stationary scene while experiencing
jitters. Fig. 18 shows the images in different frames from
the video sequence of an indoor static scene in which it can
be seen that their edges are not similar because of camera
jitter. This was due to the 3D rotations and translations of
the cameras. Fig. 19(a) illustrates the object’s position due
to jitter in the camera and Fig. 19(b) shows it retaining its
original position after implementation of the camera motion

FIGURE 18. Difference between frame 1 and frame 150 in video sequence
of stationary objects captured by moving camera.

TABLE 5. Root mean square errors of static ‘T’-shape and ‘I’-shape
objects after applying camera motion compensation technique.

compensation algorithm described in Section VI. It can be
seen that the positions of the markers in different frames of
a video sequence retained the ‘T’-shape, i.e., the markers’
positions are plotted exactly one over another. The obtained
parameters from the camera balancing algorithm were fed
back to the ‘I’-shape in Fig. 19(c) and as the object was
stationary, it got its desired stabilized position as shown
in Fig. 19(d).

It should be noted that the first frame is considered as
the reference in our proposed camera motion compensation
technique. Therefore, the RMSEs of both the T’-shape and
‘I’-shape objects ware calculated with respect to this frame.
Table 5 summarizes the average RMSEs of the proposed
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FIGURE 19. Capturing static object using moving stereo camera: (a) original position of ‘T’-shape; (b) after applying camera motion compensation
technique; (c) ‘I’-shape in its original position; (d) after compensation of camera ego-motion with respect to reference ‘T’-shape.

FIGURE 20. Capturing a moving object using a moving stereo camera system: (a) original position of ‘T’-shape and (b) ‘T’-shape after applying camera
motion compensation technique; (c) 3D positions, (d) xy-axes view and (e) zy-axes view of markers’ trajectories during a pedalling motion while a
reference ‘T’-shape in (b) is used to balance its global motion with respect to the camera.

cameramotion compensation system. The RMSE values indi-
cate that the proposed system can balance the camera motion
with very good accuracy.

2) MOVING CAMERA WITH MOVING OBJECT
For this experiment, a cyclist was tracked when both he/she
and the stereo camera rig were moving. The cyclist was
cycling slowly in an outdoor environment while a person,

holding the camera rig facing him/her, was walking in par-
allel with the bicycle. In this experimental setup, a reference
‘T’-shape was also used on the tracked object’s platform
to balance its global motion with respect to the camera so
that the camera rig was always stationary with respect to the
object as described in Section VI. In Fig. 20(a), it can be
observed that the ‘T’-shapes of the consecutive frames were
not similar. Their variations were very large, especially in
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FIGURE 21. Experimental outcomes from kayaking paddle strokes obtained using a static stereo camera setup in an outdoor environment under
conditions of (a) cloudy daylight and (b) sunny daylight.

the z-direction. Therefore, we applied the proposed camera
motion compensation algorithm to retain their original posi-
tions, as shown in Fig. 20(b). The RMSE values in Table 6
show that the proposed algorithm compensated the camera
motion accurately with a small error when objects were also
moving.

TABLE 6. Root mean square errors of moving ‘T’-shape object after
applying camera motion compensation technique.

As the ‘T’-shapes were merged by means of a rigid trans-
formation and their displacement parameters fed back every
time to the main algorithm for capturing the cyclist’s motion,
the cameras were stationary with respect to the cyclist in
each frame. Therefore, every marker’s position in 3D was
tracked for the cyclist overcoming the global motion caused
by camera jitters. As a result, the only 3D motion-captured
was that of the subject’s limb, that is, his/her local motion, and
was not affected by the global motion between the moving
camera and moving platform he/she was riding. In this exper-
iment, a side view of the pedalling motion of lower limbs
of the body was tracked. Fig. 20(c) indicates the 3D trajec-
tories obtained for the rider on a moving bicycle, as shown
in Fig. 10. The xy-axes and zy-axes views of Fig. 20(c) are
shown in Fig. 20(d) and Fig. 20(e) respectively. The shape at
the bottom, which is a pedalling motion of the cyclist’s ankle,
should be a circle if the ankle’s marker always stays at the
same zy-plane. However, the markers on the cyclist’s body
were changing their positions in the z-direction as shown
in Fig. 20(e). It should be noted that the proposed system was

compared with a Vicon one in indoor experiments. However,
the comparison was not possible in outdoor as it is not a
suitable environment for the Vicon system.

C. EXPERIMENTAL ANALYSIS: ILLUMINATION CHANGE
In this part of our experimental analyses, the stereo camera
rig was mounted on a tripod in different places in an outdoor
environment with a diverse background and lighting condi-
tions. In the area of the camera’s view, a human with seven
markers attached, performed the same kayaking activities as
described in Section VII-A3. In these experiments, the stereo
camera rig did not experience any jitter as it was strongly
mounted on flat ground by means of a suction tripod. The
experimental results obtained using the proposed method
with two different lighting conditions on different days, one
cloudy and the other sunny, are shown in Fig. 21. It should
be noted that the experiment with a bicycle, as discussed
in Section VII-B2, was also conducted with a diverse back-
ground and illumination conditions consistent with an out-
door setting. The experimental outcome obtained for the rider
on a moving bicycle using the moving stereo camera is shown
in Fig. 20. Although an environment prone to being sensitive
to different lighting conditions, Fig. 20 and Fig. 21 show that
the robustness of the proposed algorithms and designed stereo
camera rig are capable of overcoming any relevant issues.

VIII. CONCLUSION
This paper proposed a newway ofmeasuring human kinemat-
ics in both indoor and outdoor environments using a stereo
vision-based technique. The proposed scheme demonstrates
a method for using fish-eye lens cameras with wide base-
line distances to capture human kinematic movements. Two
commercially available low-cost sport action cameras with
small form factors were used in amarker-based approach. The
design of a wide-baseline distance stereo camera rig produced
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both a large disparity and large coverage area. Although this
encountered a problem of losing a scene’s common area,
this was overcome using a selection of two cameras with
ultra-wide angle fish-eye lenses. This enabled a large area
to be seen by both cameras rather than only a long-baseline
distance between the two and also provided a large FOV as
a by-product. The fish-eye cameras were calibrated using
Zhang’s planar calibration method to eliminate the mismatch
in their vertical positions. As a fish-eye lens shows non-
linearity, we developed a ground truth for the depth versus
disparity relationship which produced a depth map from dis-
parity data. Since this is a marker-based system, a motion
trajectory was obtained from each marker’s 3D position in
each framewhich eliminated any need for 3Dmodeling of the
trajectory and hence reduced the computational requirements
of the system. To validate the proposed system, experiments
were conducted in both indoor and outdoor environments for
different scenarios. During the experiments, highly visible
markers were placed on a subject’s torso and the 3D locations
of their centroids detected using the proposed technique.
To estimate the errors in the system, these locations were also
calculated using a Vicon MCS. In comparison with the Vicon
system, the proposed system has the same order of accuracy
while incurring less cost and structural complexity. How-
ever, unlike the Vicon system, the proposed system requires
extra post-processing time to calculate the 3D positions of
the markers. Moreover, this system was not implemented
in real-time. The video data were first recorded using the
designed camera rig and then further processed in the com-
puter. This procedure could be converted into a full real-time
MCS by incorporating real-time communications with the
cameras. In the Internet of Things (IoT) era, such a feature
could enable many real-time intelligent applications, where
decision-making capability and the accuracy of the decisions
being made have to be accomplished locally. Despite the
inherent limitations of the proposed system, its overall RMSE
was still in the range of few millimeters, which is an accept-
able level of precision for many applications that require high
accuracy. Its major advantage is that it can be applied in an
outdoor real-world environment with any lighting conditions.
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